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CHAPTER 1: OVERVIEW
Nitrogen is an essential plant nutrient and an adequate supply of nutrients is necessary for crop growth.
Ideally, soil nutrients should be available in the proper amounts at the time the plant can use them.
Estimates of crop absorption of nitrogen range from 25% to 70% and generally vary as a function of
plant growth, health, the method, and timing of nitrogen application (Blackmer, 2000). The amount of
nitrogen fertilizer applied in excess of the amount taken up by the plant fertilized is a main source of
nitrogen loss. Unused nitrogen can be immobilized, denitrified, washed into surface water, or leached
into groundwater (Huang and Uri, 1995; Huang, Hewitt, and Shank, 1998; Huang ef al., 1998; Dinnes
et al., 2002; Randall and Schmitt, 1998; Uri, 1998; Blackmer, 1995). As a result, relatively heavy use of
nitrogen and some other fertilizers can lead to soil acidification, changes in soil properties, and off-site
environmental problems.

Public concern over water quality increased a focus on agriculture as a potential source of
surface and groundwater quality problems. Nitrate nitrogen concentrations in excess of 10 mg per liter
in drinking water may pose risks to humans and livestock (USDA, 1991) and have cost some places
millions of dollars for their removal or to provide alternate drinking water sources. For example, Des
Moines, lowa spent over $4.8 million for nitrate removal from drinking waters between 1991 and 1999
(Dinnes et al., 2002). The presence of nitrates in drinking water can cause potentially fatal infant
methemoglobinemia (blue baby syndrome). Nitrates are also linked to nitrosamine, a potent carcinogen
which can affect a wide range of organs in many animal species (Huang and Uri, 1999; Johnson,
Adams, and Perry, 1991; Yadav, Peterson, and Easter, 1997). Moreover, nitrate is the principal nutrient
related to hypoxia in the Gulf of Mexico. This zone of low dissolved oxygen covers an area from
13,000 to 20,000 km? off the shore of Louisiana. It has been shown to be due to excess nutrients,
particularly nitrate nitrogen, being transported to the Gulf from the Mississippi River Basin (Mitsch et

al., 2001).
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The Pew Oceans Commission on June 5, 2003 called for the federal government to force
farmers to cut pollution running into waterways or risk losing federal aid (http://www.pewoceans. org/).
The commission’s report says that problems such as ocean dead zones will not improve unless farmers
try to follow the Clean Water Act. Some of the statistics show that lowa and Illinois are two of the
biggest sources of nitrogen running down the Mississippi River to the Gulf of Mexico (US Geological
Survey, http://toxics.usgs.gov/hypoxia/). They account for up to 35 percent of the nitrogen washing
down the Mississippi River watershed, which covers 41 percent of the lower 48 states, while Corn Belt
states apply most of nitrogen fertilizer (see Fig. 1). As a consequence, understanding the determinants

of fertilizer and pesticide use is an important element in being able to solve the problem.

Figure 1.1
Nitrogen fertilizer application rate on corn,
by region
Pounds per acre (1996-2001 average in parentheses)
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Nonpoint loss of nitrogen from fields to water resources, though, is not caused by any single
factor. Rather, it is caused by a combination of factors, including tillage, drainage, crop selection, soil
organic matter levels, hydrology, and temperature and precipitation. Therefore, a strategy to reduce
contamination of water resources from crop production includes identifying appropriate management
practices to minimize leaching and runoff of nitrogen. Practices for reducing nitrogen loss include
improved timing of nitrogen application at appropriate rates, using soil tests and plant monitoring,
diversifying crop rotations, including a cover crop, reducing tillage, precision farming, postharvest

management of fields, etc. (Hatfield and Cambardella, 2001; Uri, 1998; Dinnes et al., 2002). These

www.manaraa.com



practices often referred to as “best management practices” (BMPs) and are typically developed to
increase the efficiency with which nutrients, pesticides, and irrigation water are used.

The agronomic fertilizer recommendations for a field depend on the crop to be grown,
anticipated yield goal, previous crop, and soil test results (Shapiro et al., 2003; Iowa State University
Extension, 2007). Recommended nitrogen application rates should be adjusted to account for nitrogen
supplied by previous legume crops, manure, other organic wastes, or residual soil nitrate. If farmers do
not credit other sources of nitrogen, they may end up applying more nitrogen than is agronomically
necessary. When fertilizers are overapplied, the total amount of plant nutrients available to growing
crops not only exceeds the need of the plant but the economic optimum as well. Yadav, Peterson, and
Easter (1997) using experimental data for farm sites in southeastern Minnesota empirically estimated
the production function and profit maximizing level of nitrogen application. Their results showed that
both the current recommendation rate and farmers’ use of nitrogen exceeded the profit maximizing
level of nitrogen in the region suggesting that reccommended rate needs to be revised and made more
site specific. Additionally, research from across the Corn Belt indicated that economic optimum
nitrogen rate (EONR) does not vary according to yield level (Sawyer and Nafziger, 2005). These issues
increased uncertainty regarding current nitrogen rate recommendations. In recent years nitrogen
recommendation systems have become more diverse across states in the Corn Belt moving away from
yield goal as a basis of nitrogen rate decisions in some states to other methods such as cropping system
(Iowa) or soil specific yield potential (Wisconsin) (Sawyer and Nafziger, 2005; Sawyer and Nafziger,
2006).

Time of nitrogen application studies have been reported extensively in the literature. The
general conclusion among researchers is that nitrogen fertilizer should be applied nearest to the time it
is needed by the crop, i.e., side-dressed several weeks after corn emergence (Huang et al., 2000; Huang,
Hewitt, and Shank, 1998; Fuglie and Bosch, 1995; Bosch, Cook, and Fuglie, 1995). Nitrogen fertilizer,

however, is typically applied to plant in fall, early spring (spring pre-emergent fertilization) and during
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the growing season (spring post-emergent fertilization). Generally, farmers practice single or split
fertilizer applications. According to results of the analysis of 1996 ARMS data for U.S. corn farms and
producers, applying all nitrogen at or after planting was used on 30 percent of the corn acreage
(Christensen, 2002). Data also show that nitrogen fertilizer was applied before planting, either in the
fall, the spring, or both, on 42 percent of the total acreage. All the nitrogen was applied in the fall to 13
percent of total acreage, but to almost 20 percent of the acreage in the Corn Belt. Thirty percent of all
corn acreage received 100 percent of the nitrogen at or after planting, but this ranged from 45 percent in
the Lake States to 24 percent in the Corn Belt. According to Dinnes et al. (2002) typical nitrogen
fertilizer management for corn production in the subhumid Midwest currently consists of a single
preplant application, usually in fall before the year that corn is grown. Table 1.1 contains data on timing
of fertilizer application in U.S. for 1990-1997 period while Table 1.2 presents data for timing of
fertilizer application by region in 1996 (http://www.ers.usda.gov/Briefing/ AgChemicals/nutrient
mangement.htm). From data provided in these tables it is obvious that most of farmers still rely on pre-
planting fertilizer applications.

Table 1.1. Timing of Fertilizer Application in U.S. 1990-1997.

Year
Nitrogen application timing: 90 91 92 93 94 95 96 97
Fall before planting 27 26 23 20 27 30 22 27
Spring before planting 57 50 53 51 54 52 54 51
At planting 44 48 47 48 43 42 43 44
After planting 26 31 31 35 27 29 33 30
Table 1.2. Timing of Fertilizer Application by Region in 1996.
Nitrogen application timing: Corn Lake Plains | Southeast | All
Belt States | States
All in fall 19 5 6 0 13
None at/after planting 32 14 33 28 28
Less than 50% at/after planting 9 21 19 11 14
50-99% at/after planting 15 7 12 22 13
All at/after planting 24 45 27 38 30
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For both agronomic and environmental reasons, spring post-emergent application of nitrogen
fertilizer is frequently superior to fall and spring pre-emergent applications because less loss of nitrogen
occurs in the one to three months between application and nitrogen uptake. Field experiments show that
for certain types of soil, application of nitrogen fertilizer after planting can be more effective than
before planting, including both fall and spring pre-emergent fertilizer applications, in reducing nitrogen
losses. Nitrogen runoff may occur either between two agricultural seasons (in winter), or after early
nitrogen application before the growing season (in the spring). Study of Balkcom et al. (2003) linked
high nitrate concentrations in lowa rivers to areas of intensive row crop production. Results showed that
early-season rainfall and associated nitrate losses were major factors affecting nitrogen concentrations
in soils. In some locations, a large part of the nitrogen may be lost if it is applied too long before the
crop is planted, particularly if applied the previous fall before soil temperature drops to below 50° F.
Fall application of nitrogen increases the loss of nitrogen through denitrification, it also gives nitrogen
time to leach through the root zone and into groundwater or subsurface drainage tile. As a result, fall-
applied nitrogen is usually 10 to 15 percent less effective than spring-applied nitrogen. The relative
effectiveness is largely determined by soil characteristics and climatic conditions, and, therefore, varies
substantially among locations and years. According to Blackmer and Sanchez (1988), 50 to 60 percent
of fall applied nitrogen fertilizer is lost from the surface soil through several of the pathways that lead to
nitrogen loss from the soil. In the research of Randall and Mulla (2001) nitrogen was applied in the fall
(early November) and spring (late April) for continuous corn to determine the effect of nitrogen
application time and rate on nitrate losses to subsurface drainage and corn yields in Minnesota. Corn
yields from the late fall application averaged 8 percent lower than with spring application. Moreover,
annual losses of nitrogen in the drainage water averaged 36 percent higher with fall application
compared to spring application. Torbert et al. (2001) also reported 30 percent yield loss with fall
fertilizer application compared with fertilizer application at planting. An 8-years study reported by

Vetsch and Randall (2004) illustrated the large year-to-year effect of climatic conditions, but when
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averaged across years, nitrate losses from a corn—soybean rotation in Minnesota were reduced 17
percent by applying nitrogen in the spring compared with late in October. All this shows that changing
the time of a single preplant fertilizer application from fall to spring could significantly decrease
nitrogen loss and increase fertilizer use efficiency.

However, recent trends in agriculture which include increased farm size, more farmers with off-
farm jobs (USDA-NASS; 1997, 1992) have left less time for farmers to sidedress nitrogen. Therefore,
many corn growers, especially in the northern part of the Corn Belt (i.e., northern lowa and southern
Minnesota), still apply nitrogen in the fall and early spring because they usually have more time,
potential for soil compaction following harvest is generally less, nitrogen fertilizer prices are often
lower, and weather and soil conditions are generally more favorable (Randall and Schmitt, 1998;
Dinnes et al., 2002). The opportunity cost of labor may be significantly higher during the late spring
and growing season than during the fall. Spring rainfalls can result in very wet soils and prevent or
delay nitrogen fertilizer applications. Consequently, uncertain weather conditions may shorten the time
in which fertilizer can be applied during the growing season, increasing the risk of yield loss from
inadequate nitrogen availability. Such risk is magnified for farmers with shorter growing seasons.

Additionally, there are some events such as bad weather that can reduce a crop’s capacity to
absorb nutrients. Also, unobservable processes such as leaching, denitrification, uptake in previous
crops, and gain from nitrogen-fixing crops and manure application affect the availability of soil
nutrients. As a result, the farmers’ nutrient application may be affected by his/her perception of the
yield risk, especially in the case of nitrogen, the most mobile nutrient applied to crops. Several studies
have shown that uncertainty about soil nitrate levels may cause farmers to use chemical nitrogen
fertilizer as a risk reducing input (Babcock, 1992; Musser et al., 1995; Lambert, 1990, Feinerman, Choi,
and Johnson, 1990; Bontem and Thomas, 2000; Huang, Hansen, and Uri, 1994).

Babcock (1992) showed that soil nitrogen and weather uncertainty could result in expected

profit-maximizing nitrogen applications 36% higher than under certainty. Feinerman, Choi, and
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Johnson (1990) tested the hypothesis that excess fertilizer application at planting is used to insure
against weather conditions not permitting a later application. They found that risk aversion leads to
heavier reliance on early applications. For lowa corn, risk aversion can lead to 3.2% increase in total
applications. Huang, Hansen, and Uri (1994) also found that to insure against the risk of being unable to
apply fertilizer during the growing season, risk-averse farmers apply more fertilizer prior to planting.
They estimate that the impact of risk aversion on split fertilizer application decision for lowa corn can
almost triple nitrogen applications relative to risk-neutral levels. Bontem and Thomas (2000)
considered a production model of sequential nitrogen application under risk. They estimated that risk
premium and value of information (possibility for farmers to process information) account for 30
percent of fertilizer cost for Midwest corn producers. All these studies showed substantially higher
fertilizer application rates whenever farmers faced any kind of uncertainty whereas the magnitude of
extra fertilizer application was higher for risk-averse farmers compared to neutral ones. Spring rainfall
patterns can result in very wet soils and prevent or delay nitrogen fertilizer applications. This risk is very
real, therefore, despite the opportunities to increase nitrogen use efficiency and decrease loss of
nitrogen through drainage waters, many farmers continue fall fertilizer applications to minimize real
and perceived risk.

There are several reasons why farmers use crops rotation: (1) improve fertility by including
nitrogen-fixing legumes in crop rotations, reducing the subsequent need for commercial nitrogen
fertilizer, (2) control insects, diseases, and weeds, (3) reduce soil erosion and related loss of soil
nutrients and moisture, (4) increase water-holding capacity of the soil through increased organic matter,
(5) reduce the water pollution often associated with runoff and leaching, and (6) promote crop
diversification to provide an economic buffer against price fluctuation for crops and production inputs
(Christensen, 2002; Uri, 1998; Bosch and Pease, 2000; Riedall ez al., 1998). Cropping patterns adopted
by corn farmers vary by region. Corn-soybean rotations and continuous corn are the most widespread,

they were practiced on 75 percent of the total non-irrigated acres. According to results of the analysis of
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1996 ARMS data for U.S. corn farms and producers, a corn-legume rotation was used on almost 60
percent of the 1996 corn acres (Christensen, 2002). Continuous corn was the rotation on 19 percent of
the acreage. Use of a corn-legume rotation was highest in the Corn Belt, on 82 percent of the acreage,
reflecting the common corn-soybean rotation used in this region. Most of the continuous corn
production on nonirrigated acreage took place in the Corn Belt and Plains States, with 57 and 29
percent of the total U.S. corn acreage, respectively, farmed in this pattern. The Corn Belt is the leading
region for the corn-soybean-corn pattern on nonirrigated corn acreage (with 68 percent of the total U.S.
nonirrigated corn acreage in this rotation).

Studies show relatively high nitrate—nitrogen concentrations in subsurface drainage from row
crops such as corn and soybeans; lower concentrations characterize perennial crops such as alfalfa or
grass. Including legume crops in rotations has been shown to decrease nitrate losses (Randall et al.,
1997; Baker and Melvin, 1994; Weed and Kanwar, 1996). Legumes, such as soybeans and alfalfa,
sequester nitrogen from the atmosphere through nitrogen fixation and are used to provide fixed-nitrogen
as a substitute for fertilizer-nitrogen. Differences in fertilizer management between annual and perennial
cropping systems also impact their relative nitrate—leaching potentials. Typically, perennial cropping
systems receive less tillage and nitrogen fertilizer than do annual cropping systems. In lowa, Baker and
Melvin (1994) reported much lower nitrate-nitrogen concentrations for alfalfa than for corn or soybean.
Weed and Kanwar (1996) found higher nitrate nitrogen losses from plots planted to continuous corn
compared with a corn—soybean rotation in lowa. Also, in Minnesota, Randall et al. (1997) found that
nitrate-nitrogen concentrations in drainage water from alfalfa fields were 37 and 35 times lower than in
drainage water from corn and soybean fields, respectively. In summary, these studies showed
substantially higher nitrate nitrogen concentrations in row crops, especially continuous corn, compared
with perennial crops.

In addition to reduced amount of nitrogen fertilizer applied by farmers, rotation was shown to

affect crop yields. In many studies corn yields were significantly higher under corn-soybean rotation
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than with continuous corn practice (Kanwar et al., 1997; Riedell et al., 1998). Therefore, one approach
to decrease the use of nitrogen fertilizers is to adopt a fertilizer reducing farming practice, such as a
crop rotation in which a legume crop (soybeans, alfalfa) is rotated with a non-legume crop (corn).
Adoption of this sort of crop rotation can reduce the residual nitrogen in the soil through a reduction in
the frequency and amount of nitrogen fertilizer applied on a field while increasing crop yields.
Nitrogen credits from rotating corn with legume crops can range from about 45 kg per ha for soybeans
to 170 kg per ha for alfalfa. In such cases this credit will suggest that no nitrogen fertilizer is required.
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CHAPTER 2: TIMING OF FERTILIZER APPLICATIONS: ENVIRONMENTAL
IMPLICATIONS

2.1. Introduction
The literature is replete with studies focused on the timing of nitrogen application. The general
conclusion among researchers is that nitrogen fertilizer should be applied nearest to the time it is needed
by the crop, i.e., side-dressed several weeks after corn emergence (Huang ef al., 2000; Huang, Hewitt,
and Shank, 1998; Fuglie and Bosch, 1995; Bosch, Cook, and Fuglie, 1995; Blackmer, 1995). For both
agronomic and environmental reasons, spring post-emergent application of nitrogen fertilizer is
frequently superior to fall and spring pre-emergent applications because less nitrogen is available for
leaching, runoff, and denitrification (Huang and Uri, 1995; Huang, Hewitt, and Shank, 1998; Huang et
al., 1998; Dinnes et al., 2002; Randall and Schmitt, 1998; Uri, 1998a; Blackmer, 1995). As a result, less
loss of nitrogen occurs in the one to three months between application and nitrogen uptake. Still, fall
nitrogen application remains a common practice used by farmers in the Midwest (Dinnes et al., 2002;
Vetsch and Randall, 2004; Randall, Vetsch, and Huffman, 2003). There are several reasons given as to
why farmers might apply nitrogen in fall: usually farmers have more time during the fall (the
opportunity cost of time is lower in the fall), uncertain weather conditions in the spring may shorten the
time available for fertilizer application during the growing season, increasing the risk of yield loss from
inadequate nitrogen availability, potential for soil compaction following harvest is generally less, and,
finally, fertilizer pricing patterns (lower in the fall than spring) tend to encourage fall fertilizer
application rather than spring or growing season applications (Randall and Schmitt, 1998; Dinnes ef al.,
2002; Huang, Hewitt, and Shank, 1998).

The empirical literature addressing the timing of nitrogen fertilizer application has mainly
focused on spring application and involved testing the hypothesis that excess fertilizer application at
planting is used to insure against weather conditions that might not permit a later application
(Feinerman, Choi, and Johnson, 1990; Huang, Hansen, and Uri, 1994; Huang, Hewitt, and Shank, 1998;

Bontems and Thomas, 2000). All these studies show substantially higher fertilizer application rates
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whenever farmers face weather uncertainty, with the magnitude of extra fertilizer application being
higher for risk-averse farmers compared to risk-neutral ones. They also found that risk aversion leads to
heavier reliance on early applications.

Uncertain weather conditions result in uncertainty about available nitrogen, therefore some
studies looked at the effect of nitrogen testing on fertilizer use (Fuglie and Bosch, 1995; Bosch, Cook,
and Fuglie, 1995; Huang, Hewitt, and Shank, 1998; Babcock, 1992; Babcock and Blackmer, 1994; Wu
and Babcock, 1998; Musser et al., 1995). These studies showed that temporal uncertainty regarding
nitrogen levels at the time of fertilizer application can affect the optimal nitrogen fertilizer application
rate and concluded that use of soil nitrogen testing to remove the temporal uncertainty of nitrate
concentration in the soil can reduce average nitrogen fertilizer application rates. The study of Wu and
Babcock (1998) extended farmers’ choice of nitrogen management practices to nitrogen testing,
rotation, and tillage. They analyzed adoption decision of different crop management plans such as
different combinations of these practices and its effects on fertilizer use and crop yields. They found
that adoption of conservation tillage, rotation and nitrogen testing decreases nitrogen fertilizer rates.

There are few studies that have looked at fall fertilizer application (Huang and Uri, 1995;
Huang, Hewitt, and Shank, 1998; Huang et al., 2000). Huang and Uri (1995) present an analytical
model for determining the optimal timing of fertilizer application in crop production. The model
describes the factors that contribute to a farmer’s decision on determining the optimal application
timing of nitrogen fertilizer by combining ex-ante and ex-post assessments of likely weather conditions
after planting. Huang, Hewitt, and Shank (1998) use the model proposed by Huang and Uri (1995) to
calculate compliance costs of timing nitrogen applications. Finally, Huang et al. (2000) exploit the
same model to propose insurance that might be used to promote adoption of growing-season only
fertilizer application. The model used in all these studies considers fall and spring fertilizer applications.

However, it does not account for the role that amount of fertilizer applied in fall plays on farmers’
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decision of whether to fertilize in spring. Failure to account for relationship between fall and spring
fertilizer applications results in inconsistent parameters estimates.

The goals of this chapter are twofold. First, I seek to determine which factors influence the use
of fall and early spring fertilizer applications in a modeling framework that recognizes the
interrelationship between the two decisions. Second, I examine the implications of these practices on
overall nitrogen use. One of the main hypotheses of the proposed model is that the decision-making for
spring application depends not only on the fact that fall fertilizer application was used but also on the
amount of fertilizer applied in fall. Therefore, the model includes the amount of fertilizer applied in fall
as an explanatory variable for decision-making on spring fertilizer application'. I anticipate that a higher
rate of nitrogen applied in fall will result in a lower probability of spring nitrogen application. Similarly,
a higher the rate of nitrogen applied in fall should, all else equal, result in a lower rate of nitrogen
applied in early spring.

2.2. The Model

A double-hurdle approach is employed for modeling individual farmer’s decision making on whether to
apply fertilizer at certain time and how much to apply. Advantages of using a double hurdle model for
adoption models with sample selection problems are discussed by Cooper and Keim (1996) and Uri
(1998b). Recent Bayesian treatments of the approach can be found in Deb, Munkin, and Trivedi (2006),
Koop, Poirier, and Tobias (2007), Munkin, and Trivedi (2003). According to the logic of double-hurdle
models, farmers must pass two separate hurdles in each season before they are observed to have
positive fertilizer application levels. These two hurdles are the participation decision (whether to apply

fertilizer during the season) and the consumption decision (how much to apply). For example, consider

! An alternative specification of the model includes F;* rather than Y;[ as an explanatory variable for decision-

making on spring fertilizer application, as suggested by B.A. Babcock. Farmers’ decision on timing of fertilizer
application is then modeled as a binary decision whether to apply fertilizer in fall or in spring.

www.manaraa.com



16

fall fertilizer application. Following Koop, Poirier, and Tobias (2007), the participation decision of

farmer 7 is assumed to be driven by a latent variable F; , with

F=x,p + 2,0, + &,
where x,; and z,; are exogenous factors (such as education, land characteristics and fertilizer prices)
assumed to influence the participation decision, 3, and ¢, are parameters to be estimated, and &,

captures unobserved attributes influencing the farmer’s decision. The distinction between x,; and z,; is

that the latter variables do not enter the subsequent spring variables and, hence, serve as instrumental

variables. While the latent variable is not observed, we do observe the binary outcome F,, where:

.

The fall fertilizer consumption decision is similarly driven by a latent variable 7Y, Fj , Where

I, F>0
0, F <0.

s s>

YF: =X, + 2,0, + &5,
However, fertilizer application levels are only observed if the farmer has passed the participation

hurdle; i.e., one observes

Fi —

0 otherwise

Turning to spring (pre-emergent) fertilizer applications, a similar double-hurdle model is considered.”
The primary difference here is that it is assumed that the amount of fertilizer applied in the fall (i.e.,
Y., ) impacts both the spring participation and consumption decisions. Thus, the latent variable for the
spring participation decision is given by:

S, =x,. 5 +6:Y, + &y,

1

? In this analysis, I focus primarily on pre-plant fertilizer applications (i.e., both fall and early spring) because only
a small portion of the farmers in data set applied fertilizer during the growing season.
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with the observed participation outcome given by:

1 :
g _ , S,*>O
0, § <0

i

Similarly, the latent variable governing the spring consumption decision is given by:
Y, =%, + 0,15 + &4,

with the observed level of spring fertilizer application given by

Si

0 otherwise.

!
The error vector &, = (8” €15 E3p 6‘4i) is assumed to be normally distributed, allowing for possible

correlations among the unobservables driving the fertilizer application decisions in both seasons; i.e.,

£, ~N(0,%) with

2
O, 0O, O Oy
2
O, Oy Oy
2
O3 Oy

o;
These possible correlations imply that instrumental variables are required for identification of the

parameters in the full model. These are labeled as z,; and z,, in the fall fertilizer latent variable

equations.

2.3. Estimation Details

I estimate the model derived in Section 2 using a Bayesian framework, combining data augmentation
and Gibbs sampling procedures. In this section, I outline the derivation of the posterior distribution and
the sampling routine, relegating details of the sampler to an appendix.

2.3.1. Posterior Distribution

The full system of equations to be estimated is given by:
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*

F=x,0 +z,0 +¢,
Yo, =x, 8, + 2,0, + &,
S, =x, 5, +6:. Y, + &y

.
Yo, =x,B,+0,Y + &,

2.3.1)

B B

Since Fi* and Si* in the participation equations are unobservable, only the ratios —, —, —, and

b

o, O, 0

— are identified. One way to deal with identification problem is to restrict the error variances in
03

participation equations to unity. McCulloch, Polson and Rossi (2000) provide the Bayesian analysis of
the multinomial probit model, which incorporates the identification constraint by setting the one
diagonal element of the covariance matrix equal to one. Nobile (2000) proposes way to generate
Wishart and inverted Wishart random matrices conditional on one of the diagonal elements.

However, since (3.3) contains two participation equations, it would require imposing two
constraints on the diagonal elements of the covariance matrix: o, =1 and o, =1. Therefore, I follow
McCulloch and Rossi (1994) approach where a proper prior is specified for the full set of parameters
(9,2) and the marginal posterior of the identified parameters (3, / o, , , / 0, , 5,/ 05, and
0, / 0y) is reported. Thus, the prior on the identified parameters is the marginal prior of ( 5,/ o, ,
a,/lo,, B,/ o,, and &,/ o, ) derived from the prior distribution specified for the full set of
parameters (19, Z) . The approach is taken because of the difficulties associated with a Bayesian

analysis of covariance matrices with constraints.

The four equations for each individual are stacked in the following manner:
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r; r &y
~* YF: ~ YFi &y
P = * b i = b gj =
=g s .
YST 4x1 XS'I' 4x1 841. 4x1
b
2]
x, z, 0 0 0 0 0 0 5,
0 0 x, z, 0 0 0 0 a,
X, = , and 0=
0 0 0 0 x Y, 0 0 5,
00 0 0 0 0 x, Y,)_ 5,
B
64 kx1

where k is the total number of explanatory variables in all four equations. The system can be expressed

then as

J~’z* =X0+¢
& ~N(0,2).

Finally, stacking over individuals yields:

j =X60+¢ ~N(X0,1,®%)

where

% ~ X
Wi Wi 1 &
~ % ~

~% y2 ~ y2 X2 82

y = . b y = : b X = : 98 =
% ~ X
yn 4nx1 y" 4nx1 n ./ 4nxk g" 4nx1

For computational simplicity, [ use a data augmentation approach (Tanner and Wong, 1987;
Albert and Chib, 1993), treating the latent data )7* as additional parameters of the model and, thus,

making them a part of the posterior. Using Bayes Theorem, the augmented posterior is given by
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p(”, :

f)ocp(ﬂf*,e,Z)p(f*
Hp(ylly,) (50

2)p(6.%)
%)

where the second line follows from the assumed independence across individuals and / denotes an
indicator function taking on the value one if the statement in the parenthesis is true, and is zero

otherwise. Conditional on the parameters of the model, the augmented likelihood can be expressed as

p(

“(
o |Z|_% exp[—lieilz_le;j
273

n

oc |z|‘§ exp(—%Z( 7 —X,.e)' = (5 - Xie)j.

1 4211

n

)_; exp[—%(fz* —Xe)' (1,®z)" (5 —Xﬂ)@j

i=1

I choose an independent Normal prior distribution on &:
0~ N(uy.7,);
where 1, and ¥, denote the prior mean and covariance matrix of 6.

Finally, I employ an Inverse Wishart prior distribution for the covariance matrix %, with
>~ W(a_l,b) ,

where a is a positive definite matrix of size 4 x 4, and b is a scalar.
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2.3.2. Posterior Simulation
The conditional posteriors of both @ and X are proportional to the product of the likelihood and the

respective prior distribution. As shown in Appendix A, the conditional posterior for & is Normal:
p(6]y".Z)=N(u,.7,)

where

i=1

-1
V, = (Z X'2'X + ngj
(2.3.2)
Hy =V, (Z XSy 4V, J
i=1

and the conditional posterior distribution of X is Inverse Wishart:

" , -1
(2.3.3) 2‘1‘)7;,0~W£(Z()7:—Xi6’) (y;‘—X,.e)mj ,n+b].

i=1
Finally, the data augmentation step draws the values of latent variables F, , Y,., S., and Y,
conditional on the observed data y, and parameters of the model @ and X . The conditional posterior
distributions of latent variables F;* and Sl.* are truncated normal:

F;'*"B’E’j}f N TNR(F,.“) ('uF*’O-;*)

S’ B2, 5, ~ TNy (1g.07%).

where TN, ( M, 0'2) denotes normal distribution with mean £ and variance o truncated to the region

R . For each individual i these distributions are truncated to the regions:

n_[[0x) i F =1
R R

1

and R(S.*):{([O’OO) if S, =1

~0,0) if'S, =0

www.manharaa.com




22

I follow Geweke (1991) to draw values from these truncated normal distributions. Each latent
index is sampled from a univariate truncated normal density conditional on the current values of other

latent indices using the inverse distribution function method.

The latent variables Y,; and Y, are drawn only for those observations for which F, =0 and
S, =0, respectively. Specifically, they are drawn from the normal distributions:

®
YF[

B.E, Y, ~ N(,uYF*,O';F*)

.
¥,

~ 2
B.E, Y, ~ N(,uYS*,UYS* ) .
Again, | sample each latent index from a univariate normal density conditional on the current values of

other latent indices using the inverse distribution function method. In those cases in which F, =1 or
* * . 3
S, =1,then Y., =Y, and Y, =Y, , respectively.

2.4. Data

The data used in this paper comes from the Agricultural Resource Management Survey (ARMS) data
survey for the year 2001, conducted by the Economic Research Service (ERS) and the National
Agricultural Statistics Service (NASS) of the U.S. Department of Agriculture (USDA). This survey
provides field-level information on the financial condition, production practices, resource use, and the
economic well-being of U.S. farm households. The data used in our analysis comes from two phases in

the data collection process, phases II and III.

Phase II of the ARMS survey collects data associated with agricultural production practices,
resource use, and variable costs of production for specific commodities and is conducted from
September through December of the survey year. Phase III collects whole-farm finance variables,
operator characteristics, and farm household information and is conducted from February through April,

with the reference period being the previous year. Respondents sampled in Phase II are asked to

3 Generated data experiment was performed first to check the validity of the calculation code.
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complete a Phase III report. Data from both phases provide the link between agricultural resource use
and farm financial conditions.

Farm operators included in the ARMS data are selected to ensure adequate coverage by state
and region and to minimize reporting burden. Strata are based on state, the value of agricultural sales
(farm size), and type of farm. NASS provides survey weights that account for these design features as
well as for additional information available at the population level. Because of the complex design of
the survey, all official estimates from the survey should be properly weighted. Therefore, NASS
recommends the design-weighted approach as appropriate for many of the analyses for users of ARMS
data (Panel to Review USDA's Agricultural Resource Management Survey, National Research Council,
2007). Ignoring the survey design can result in bias estimates, and make it impossible to perform
statistically valid inferences. However, including variables related to the design of the survey as
predictor variables in a model results in a new, conditional model, for which the design is ignorable. In
that case, model-based inference yields the appropriate conclusions for the sample, but not necessarily
for the unweighted population. Therefore, to account for the survey design of the ARMS data, I
included stratums in the set of explanatory variables. Particularly, state and farm size are included as
predictive variables in the model.

ARMS data on corn production for 2001 includes data for 19 states. However, only four main
corn producing states were chosen for analysis in the current chapter: Illinois, Indiana, lowa, and Ohio.
Approximately 50% of all corn grown in the U.S. is from these four states. The resulting data set
contains a total of 1726 observations.

2.4.1. Definitions of Variables
The definitions of variables used in estimation, as well as an indication as to which season’s equation
they were used for, are given in Table 2.1. Mean values and standard deviations of all variables are

given in Table 2.2. The dependent variables used in the estimating equations include dummy variables

reflecting farmer’s participation decision on fall fertilizer application (i.e., F; = 1 if fall application was
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used and = 0 otherwise), early spring fertilizer application (i.e., S;= 1 if early spring application was

used and = 0 otherwise), and the nitrogen fertilizer application rates in fall and early spring measured in
pounds per acre. As can be seen from the Table 2.2, about 18% of the sample applied fertilizer in the
fall and 72% applied in the spring. Not reported is the fact that 13% of the sample applied fertilizer in
both spring and fall.

The independent variables consist of farm and operator characteristics, cropping history, and
soil quality determinants. The set of variables governing the farmer’s decision regarding fall fertilizer
application is the same as the set used to explain the amount of nitrogen fertilizer applied in fall.
Similarly, the set of variables governing the farmer’s participation decision regarding early spring
fertilizer application is the same as those allowed to impact the amount of nitrogen fertilizer applied in
early spring.

An operator characteristic included is formal schooling. I hypothesize that more educated
farmers are likely to be more aware of the negative environmental consequences of fall fertilizer
application, so they are more likely to apply nitrogen in the spring rather than in the fall. The discrete
education variable takes value of “1” if the farm operator had some college education and “0”

otherwise. Total acreage operated by the farmer was included as an indicator of size of operation.

The amount of fertilizer applied is typically determined after “credit” is given for the amount of
nutrients available from the soil, the previous legume crop, and livestock manure applied. Once the
needed amount of fertilizer is estimated, management decisions can be made about the fertilizer
application method and timing. Therefore, dummy variables for whether the field received manure and
whether corn was rotated with a legume crop are included in the model. Giving appropriate nitrogen
credits to animal manure applications is recommended to avoid overapplication of nitrogen fertilizer.
Therefore, farmers who apply manure and rotate corn with a legume crop are expected to reduce the

amount of nitrogen applied and have lower probability of fall fertilizer application.
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To capture the yield differences among fields and farms, the variable “Land Capability Class”
was used. The Land Capability Classification indicates the suitability of soils for most kinds of field
crops. Land is evaluated on the basis of the range of potential crops, productivity, ease of management
and risk of degradation. Capability classes are designated by the numbers 1 through 8. The numbers
indicate progressively greater limitations and narrower choices for agricultural production. A dummy
variable was created that takes the value of one if the capability class is 1 or 2, and is zero otherwise. |
expect farmers to use more of nitrogen on the land with higher productivity as marginal return on
nitrogen will be higher.

As noted above, for identification purposes, it is necessary to include instrumental variables
(denoted by z,, and z,,) into the fall participation and consumption latent variables (i.e., E* and Y, ;i ,

respectively). The opportunity cost of labor is significantly higher during the late spring and growing
season than during the fall (Huang, Hewitt, and Shank, 1998; Randall and Schmitt, 1998; Dinnes et al.,
2002). Therefore, the off-farm employment of the farmer can be used as an instrumental variable
specific to fall fertilizer application. The variable OFF-FARM represents the number of days worked
off farm. Working off-farm leaves less time for a farmer to work in the field, particularly during pre-
planting and the planting season when a lot of work needs to be done in a short period of time. Working
off-farm therefore increases a farmer’s risk of not being able to finish everything on time and increases
the opportunity cost of time for a farmer during the planting season. As a result, a farmer who works
off-farm is hypothesized to apply fertilizer in the fall. Thus, I expect a positive sign for off-farm
employment parameter in the fall fertilizer application equation.

The number of days available to complete the application of fertilizer is also an important
consideration in deciding on the timing of fertilizer application (Iowa State University Extension,
2007a; Rotz and Harrigan, 2004; Dillon, 1999). States report the number of days each week that soil
and moisture conditions are suitable for fieldwork. This data also captures climatic and weather

differences among sites that affect farmers’ decision making regarding the timing of fertilizer
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application (Fletcher and Featherstone, 1987; Feinerman, Choi, and Johnson, 1990; Kurkalova, Kling,
and Zhao, 2006; Wu et al., 2004). Estimates of the number of suitable fieldwork days are based on
weekly records. The spring data covers the usual corn planting dates of mid-April to mid-May. The fall
data covers the period of mid-September to the end of October. The values represent the median
number of days reported each week and provide a second instrument for use in the fall fertilizer
decision equations. Finally, to capture the differences across the states that are not reflected by the
independent variables, state dummies are introduced into each equation of the model.

2.5. Results

For each of the specifications, 25,000 draws from the posterior distribution were obtained. The first
5,000 were discarded as a burn-in, and the remaining 20,000 were used for analysis4. Posterior means,
standard deviations, and probabilities of being positive for each of the parameters of interest are given
in Table 3a and 3b, covering the fall and spring application decisions, respectively.

Several important results emerge from Tables 2.3a and 2.3b. First, the posterior means and
standard deviations on the off-farm employment variable in Table 2.3a suggest that the opportunity cost
of farmers’ time in spring plays a significant role in their decision-making regarding the timing of
fertilizer application. Working off —farm leaves farmers with fewer days for field work during the
planting season so farmers who work off-farm have a higher probability of fall fertilizer application
than those who are not employed off- farm. Second, the amount of fertilizer applied in the fall was
found to be crucial in the decision making process concerning spring nitrogen application, impacting
both the decision as to whether to apply nitrogen in spring and the amount of spring application. This

indicated in Table 2.3b by the largely negative posterior distribution (i.e., small values for

Pr(- >0] y)) for the parameters associated with fall nitrogen application in both of the spring fertilizer

equations. It appears that, all else equal, farmers who apply higher rates of nitrogen in the fall have a

* The model diagnostics was utilized to inspect the performance of the posterior simulators. First, plots of lagged
autocorrelations were examined to check how quickly chain mixes. Second, posterior simulators for different
starting values were plotted. Figure 2.7 presents results of model diagnostics on only for a subset of parameters.
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lower probability of applying nitrogen in the spring. On average, for every pound of additional fertilizer
applied in the fall, about 2.5 pounds less fertilizer is applied in early spring.

Other variables included in the model also generally perform as expected. The manure and
rotation variables affect both whether and how much nitrogen is applied in both seasons. Specifically,
manure application and rotating corn with a legume crop tend to decrease the probability of fall

application and reduce the amount of nitrogen applied. The manure coefficient is negative (with

Pr(- >0] y) =0.15) suggesting that farmers applying manure apply less fertilizer. Rotating corn with a

legume crop is also found to reduce the total nitrogen applied, a result that is consistent with Wu and
Babcock (1998). Similar impacts arise for the spring fertilizer equations in Table 2.3b.

Field acreage and fieldwork days are also found to affect farmers’ decisions regarding nitrogen
application. Larger farms, requiring more time to finish planting and fertilizer application in the spring,
are more likely to employ fall fertilizer and reduce their spring fertilizer application levels. Additional
work days during the fall are found to increase the probability of fall fertilizer applications and the
amount of fertilizer applied. Similar impacts arise during the spring season.

The performance of soil characteristics is generally consistent with agronomic information and
expectations. Lands with a high land capability are found to increasingly rely upon fertilizer in both the
spring and fall seasons. This result supports the importance of land quality in the choice of farming
practice (Lichtenberg, 2004; Caswell and Zilberman, 1985).

2.6. Environmental Implications

In this section, I consider the implications of the estimated model, both in terms of the appropriate
credits for rotation and manure use and in terms of the potential impacts of policies to reduce the
nitrogen use.

2.6.1. Rotation and manure credits

The agronomic fertilizer recommendations indicate that nitrogen application rates should be adjusted to

account for nitrogen supplied by previous legume crops and manure application (USDA, ERS, 2001).
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When managed correctly, nutrients from previous legume crops and in livestock manure can be a
valuable resource of nitrogen, therefore, crediting for rotation and manure nutrients can be an important
factor in deciding nitrogen application rates (Blackmer, 2000; Sharpley et al., 1998). To examine this
issue, the estimation results are used in this subsection to compute the amount of rotation and manure
credits by farmers in different seasons: fall and early spring.

2.6.1.1. Calculation Details

The rotation nitrogen credit refers to the difference between the amount of nitrogen applied for
continuous corn and nitrogen applied for corn following soybean all else equal. Likewise, the manure
nitrogen credit refers to the difference between the amount of nitrogen applied without manure
application and nitrogen applied with manure application.

The estimated model is used to estimate the distributions of the implied credits being used for

rotation and applied manure. Specifically, the rotation credit is given by A7 =] =Y., where Y,/

corresponds to the amount of nitrogen applied for a corn-corn rotation for observation i and ¥,
corresponds to the amount of nitrogen applied for corn-soybean rotation. Similarly, the manure credit is

givenby A" =Y =Y, where Y]/ corresponds to amount of nitrogen applied with manure not

applied and Y corresponds to amount of nitrogen applied with manure applied. Credit distributions

then are analyzed to check whether the timing of fertilizer application affects rotation and manure

r

credits and if there is a significant difference between A;a , and Asp,,mg ,

m m
and between Aﬁzll and Asp”.ng.

The literature on the treatment effect focuses primarily on methods for estimating various

average returns to the receipt of treatment. Particularly, it focuses on: (1) the average treatment effect

(AT E ) , and (2) the effect of treatment on treated (T T ) (L1, Poirier, and Tobias, 2004; Tobias, 2006).

For the current research, ATE is defined as the expected nitrogen credit for rotation and

manure by a randomly chosen farmer.
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A conceptually different parameter is the credit by farmers who actually used fall or spring
fertilizer applications. In this case A represents the average credit for rotation and manure by farmers

who actually used fall (spring) fertilizer application and is referred to in the literature as the Treatment

on the Treated (T T ) .
Given notation and assuming that covariates x; are known, I characterize the following out-of-
sample sampling distributions, given & and x,, as follows:

2.6.1) p(Al6,x,)

(2.6.2) p(Al6.x,F =1).

The first density in (2.6.1) gives the distribution of nitrogen credit for rotation and manure by the
farmer selected at random, whereas the density in (2.6.2) gives the nitrogen credit for those farmers
who actually used fall (spring) fertilizer application.

Expressions (2.6.1) and (2.6.2) for ATE and TT predictive distributions are all conditioned
on the parameters 6. A proper Bayesian approach to characterize the posterior predictive distributions
of the nitrogen credit is to integrate out the parameters & from the densities (2.6.1) and (2.6.2) by

averaging them over the posterior distribution of those parameters. Formally,

(ATE): p(A|xl.,Data) :_[p(A H,xi,Data)p(9|Data)d6?
4

(TT): p(A| x,F = I,Data) = J.p(A|xl.,9,F[ = 1,Data)p(0| Data)d&’ ,

0
where 7T is shown for those farmers who applied fertilizer in fall with similar predictives for those
farmers who applied it in early spring.

To calculate these predictives I use the following approximations (Poirier and Tobias, 2003;

Tobias, 2006):
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(ATE): f)(A|xl.,Data):% y p(A|xl.,6?=t9k,Data),

k=1

and  (TT): p(Alx.F, :l,Data):% y p(Ax.0=6",F =1,Data),

k=1
where 8" denotes draws from the posterior distribution of € and K denotes number of such
parameter draws.
2.6.1.2. Results
There are several guides provided by University Extension illustrating how to estimate the crop
available nutrients from previous legume crops and manure application (University of Nebraska-
Lincoln Extension, 2006; lowa State University Extension, 2003, 2007b). According to these guides,
the nitrogen credit given for soybeans should be 40-50 Ib/acre. The amount of the total nitrogen
available from manure depends on the species and whether the manure is liquid or solid. The
recommended manure credits for average manure application rates in Illinois, Indiana, lowa, and Ohio
in year 2001 were 110-130 Ib/acre.

Two types of distributions for manure and rotation credits were constructed: (1) the farmer’s

expected credits in fall and spring independently on his/her timing of fertilizer application (AT E ) and

(2) credits by farmer who actually used fall or spring fertilizer application (T T ) . Specifically, Figures

2.1 and 2.2 present the ATE and TT posterior predictive distributions of rotation credits for spring
applied nitrogen. From Figure 1, ATE predictive is centered near 26 (specifically, its posterior mean is
26.43), indicating that on average all farmers (independently on their timing of fertilizer application)
apply 26 Ib/acre more of nitrogen for continuous corn than for corn following soybean. The TT
predictive in Figure 2.2 is shifted to the right compared to ATE distribution and, consequently, has

higher mean and median values. Specifically, the posterior mean of 77 is approximately 31 Ib/acre,
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suggesting that on average farmers who applied fertilizer in spring used 31 1b/acre more of nitrogen for
continuous corn than for corn following soybean.

Next, for the purpose of comparing rotation credits by farmers in fall and early spring, both TT
posterior predictives for fall and spring are used. Specifically, Figure 2.3 presents two 77 posterior
predictives for rotation credit in fall and spring. As can be seen from Figure 2.3, rotation credits in
spring are higher than in the fall. The posterior mean of TT for rotation credit calculated for ARMS
2001 data is 31.23 Ib/acre in spring as opposed to 25.37 Ib/acre for fall. Both of these values are lower
than the level of rotation credit that farmers are recommended to use by Extension: 40-50 Ib/acre.
However, these values also suggest that applying nitrogen in spring increases the level of rotation credit

relative to the fall nitrogen application.

Figure 2.1. Rotation Credit for Spring Application ATE

Figure 1: Rotation credit for spring application ATE
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Figure 2.2. Rotation Credit for Spring Application TT

Figure 2: Rotation credit for spring application TT
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Figure 2.3. Rotation Credit for Fall and Spring Applications.

Figure 3: Rotation credit TT for fall and spring applications
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Previous attempts to quantify the soybean nitrogen credit showed that it varied with year and

soil characteristics. Gentry ef al. (2001) obtained the value of 27 kg/ha ( ~30.31b/ acre) of nitrogen

credit in Illinois. In the research of Bundy, Andraski, and Wolkowski (1993) estimated nitrogen credits

that differed significantly among locations and years and ranged from 22 to 210 kg/ha

(z 24.7-317.71b/ acre) . The findings here are broadly consistent with the previous results.

The posterior probability that on average farmers who apply fertilizer in spring credit at least 50

Ib/acre of nitrogen for rotation is also calculated:
Pr(A>50|x=X,S,=1,Data)=0.24.

This result says that on average 76 percent of farmers do not follow recommendations and credit less
than 50 Ib/acre of nitrogen for rotation.

Next, the posterior predictive distribution was constructed for the “total” rotation credit. The

“total” rotation credit is referred to the sum of rotation credit in fall and spring A’ , and A{ . .

Specifically, Figure 2.3a presents the posterior predictive distribution of rotation credits for total
applied nitrogen. From Figure 2.3a, predictive is centered near 36 indicating that on average all farmers

in total apply 38 Ib/acre more of nitrogen for continuous corn than for corn following soybean.
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Figure 2.3a. Total Rotation Credit

Figure 3a: Total Rotation Credit
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Analogous results are obtained for manure credits. Figure 2.4 presents 77 posterior
predictives for manure credit in fall and spring. The posterior mean of 77 for manure nitrogen credit
calculated for ARMS 2001 data is 48.74 1b/acre for spring fertilizer application. This result indicates
that on average farmers who apply fertilizer in spring use 48.74 Ib/acre less of nitrogen when they apply
manure than without manure application. The posterior mean of 77 for manure nitrogen credit
calculated for fall is 39.64 Ib/acre. Again, both estimated 77 values for fall and spring are lower than
the level of manure credit that is recommended to farmers by Extension: 110-130 lb/acre; and the
posterior mean of TT for manure credit calculated for ARMS data for spring is higher than in fall.

Figure 2.4. Manure Credit TT for Fall and Spring Applications

Figure 4: Manure credit TT for fall and spring applications
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University of Minnesota Extension (2008) calculated that, on average, manure nitrogen would

be approximately 75 pounds per manured corn acre for typical small dairies farm in southeastern

Minnesota. The findings here are consistent with their estimates.

The posterior probability that on average farmers who apply fertilizer in spring credit at least

100 Ib/acre of nitrogen for manure application is also calculated.

This result says that on average 92 percent of farmers do not follow recommendations and credit less

than 100 Ib/acre of nitrogen for manure application.

“total” rotation credit is referred to the sum of manure credits in fall and spring A, and A

Next, the posterior predictive distribution was constructed for the “total” manure credit. The

m
spring *

Specifically, Figure 2.4a presents the posterior predictive distribution of manure credit for total applied

nitrogen. From Figure 2.4a, predictive is centered near 53 indicating that on average all farmers in total

apply 38 Ib/acre more of nitrogen without manure than with manure application.

Probability Density

Figure 2.4a. Total Manure Credit

Figure 4a: Total Manure Credit
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Results for both rotation and manure credits suggest that applying nitrogen in spring increases

the level of credit. Therefore, a policy that would induce farmers to switch from fall to spring fertilizer

application might be expected to reduce the amount of fertilizer applied since farmers credit more

nitrogen for rotating corn with legume crop and manure application.
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2.6.2. Demand for Nitrogen Fertilizer
One way of reducing nitrogen application in corn production is imposing tax on the nitrogen. This
chapter examines the potential implications of adopting a tax strategy as the policy choice to reduce the
level of nitrogen application. There are several studies that focused primarily on estimating the fertilizer
demand and corresponding fertilizer price elasticities (Griliches, 1958 and 1959; Roberts and Heady,
1982; Roberts, 1986; Vroomen and Larson, 1991; Denbaly and Vroomen, 1993). Some other studies
investigated the effect of agro-environmental policies on agricultural production and fertilizer input
demand (Onianwa ef al., 1992; Abler and Shortle, 1995, Hertel and Stiegert, 2000; Hertel, Stiegert, and
Vroomen, 1996).

Vroomen and Larson (1991) obtained estimates of -0.23 and -0.02 as the minimum own-price
elasticities of demand for nitrogen and phosphorous in the Corn Belt area, and estimates of
-0.85 and -1.27 as the maximum own-price elasticities of demand for both nutrients, respectively.
Similarly, in their study of nutrient plant elasticities of demand for corn production in the United States,
Denbaly and Vroomen (1993) obtained estimates of -0.23, -0.02, and -0.16 as the short-run elasticities
of demand for nitrogen, phosphorous, and potassium in corn production, and -0.48, -0.30, and -0.27 for
the long-run price elasticities of demand for these plant nutrients, respectively. Onianwa, Alderfer, and
Levins (1992) estimated the elasticity of demand for nitrogen in corn production in Minnesota to be -
0.35. Hertel, Stiegert, and Vroomen (1996) obtained the estimate of -0.22 for own-price elasticity of
demand for nitrogen in corn production in Indiana.

The calculation of the elasticity of demand for sample selection models is different from linear

models (Yen, 2005). If the probability of a positive observation for each dependent variable y; is

P( v, > O) =0 (Z'al.) with the observed y, =x'f,, and y, =0 otherwise, then the elasticity of the

unconditional mean with respect to x; is
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e’ ={ ',B"j +/1(z'al.+p;”6i)al.]}xj where ,1:&,

x ()

and the elasticity of the conditional mean with respect to x; is

f

!
X Py

e ={ b, +[/1(z’a[+p;”ai)—/1(z'a,.)]alj}xj.

Then, the elasticity of the conditional mean of demand for fall applied nitrogen by the average farmer

from the ARMS 2001 data is calculated to be e =—0.63 with standard error of 0.22. Corresponding

probability of elasticity value being positive Pr ( >0 y) =0.15.

One of the main assumptions of this model is that the amount of nitrogen applied in the fall
affects the probability of spring nitrogen application and the amount of nitrogen applied in spring as
well. Therefore, the effect of the price of fall nitrogen on demand for nitrogen in spring is also
calculated to see the substitution effect between nitrogen applied in fall and spring. Then, the total
demand for nitrogen in both periods is calculated.

There are two scenarios to investigate how demand for nitrogen fertilizer is affected by the
price of nitrogen. The first scenario looks at how the change in the price for fall applied nitrogen affects
the quantity of nitrogen demanded in the fall, in the spring, and in total. Keeping the price of nitrogen in
spring constant, the quantity of fertilizer applied in fall and amount of fertilizer applied in spring are
calculated for different prices of fall applied nitrogen. Figure 2.5 shows the demand for nitrogen in fall,
demand for nitrogen in spring, and the total demand for nitrogen in both periods. As expected, the
higher the price of fall applied nitrogen, the less of nitrogen fertilizer is demanded. Moreover, due to
substitution effects, the higher price of nitrogen in the fall makes farmers apply more nitrogen in the

spring. As a result, the total demand for nitrogen in both periods is more inelastic relative to the demand

for fall nitrogen, and is calculated to be ¢ =—0.39.
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Figure 2.5. Demand for Nitrogen Fertilizer

Figure 5: Demand for Nitrogen Fertilizer
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The second scenario examines how the changes in both prices for fall and spring applied
nitrogen affect the demand for nitrogen in each period and total demand for nitrogen fertilizer. In this
scenario both prices for fall applied nitrogen and spring applied nitrogen change simultaneously and the
amount of nitrogen applied in both periods is calculated. Figure 2.6 presents quantities of nitrogen
demanded in fall, in spring, and the total demand for nitrogen in both periods. As expected, the higher

the price of nitrogen, the less is the quantity of nitrogen applied. Moreover, the total demand for

nitrogen becomes more inelastic and is calculated to be e =—0.26.
Figure 2.6. Demand for Nitrogen Fertilizer

Figure 6: Demand for Nitrogen Fertilizer
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In both scenarios the total demand for nitrogen fertilizer was found to be quite inelastic, with estimated

elasticities equal to -0.39 and -0.26, respectively. These results suggest that the 10 percent tax imposed
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on fall nitrogen will reduce the total amount of nitrogen applied by 3.9 percent, and a 10 percent tax on
nitrogen fertilizer (fall and spring) will result in 2.6 percent reduction in the total amount of nitrogen
demanded. These results support previous findings by Vroomen and Larson (1991), Denbaly and
Vroomen (1993), Onianwa et al. (1992), Hertel, Stiegert, and Vroomen (2000) who obtained low
estimates for own-price elasticity of demand for nitrogen in corn production.

Control of nonpoint source pollution often requires regulation of inputs. Wu and Tanaka
(2005) found that a fertilizer-tax is much more cost effective than other easement policies (incentive
payments for conservation tillage, for corn-soybeans rotations, and for cropland retirement) and
advocated its use for reducing nitrogen loads from Upper Mississippi River Basin to the Gulf of
Mexico. Estimated elasticities in this chapter indicate that a tax on nitrogen fertilizer would reduce
nitrogen fertilizer use in corn production. However, the effectiveness of a tax in reducing nitrogen
fertilizer use is limited due to elasticity being less than one.
2.7. Conclusions
Spring fertilizer application can reduce the amount of nitrogen leaving a field via leaching, runoff, and
denitrification. All this makes spring nitrogen application more desirable from an environmental point
of view. This chapter proposes a model to estimate the financial incentives for switching from fall to
spring nitrogen application. The model accounts for the effect that fall fertilizer application has on
spring fertilizer application. As expected, the results show that a higher rate of nitrogen applied in fall
lowers probability of spring nitrogen application. Moreover, a higher rate of nitrogen applied in the fall
yields a lower rate of nitrogen applied in early spring.

Agronomists have long recommended that, nitrogen application rates should be adjusted to
account for nitrogen supplied by previous legume crops and manure. If farmers do not credit other
sources of nitrogen, they may apply more nitrogen than can be used by crops and increase the amount
of nitrogen leaving the field. Results of this research show that, on average, farmers credit less nitrogen

available from manure and previous legume crops than is recommended by University Extension.
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Furthermore, those farmers who apply fertilizer in the fall credit less nitrogen from rotation and manure
than those farmers who apply fertilizer in spring.

Calculated own-price elasticities of the total demand for nitrogen are equal to -0.39 and
-0.26 and suggest that imposing tax on the nitrogen fertilizer works as a tool for reducing the amount of
fertilizer applied in the fall. These results suggest that the 10 percent tax imposed on fall nitrogen will
reduce the total amount of nitrogen applied approximately by 3.9 percent, and a 10 percent tax on

nitrogen fertilizer (fall and spring) will result in 2.6 percent reduction in the total amount of nitrogen

demanded.
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Appendices :
Appendix 1: Conditional posterior distribution
Using the augmented posterior from section 3.1, the conditional posterior for the parameter vector € is

given by:

i=1

p(ﬂjiﬁ)meq{}%{in;z&GYZA(ﬁ—u&@%{&-ﬂ%YV%(a—ﬂ%ﬂJ

oc eXp (_%[Z(f’:'z_lﬁ - 29r)(i'z—1}~,: + Q'Xi'z—lXﬂ)
i=1
+ (9'V9;19 - 2‘9'V9;1/‘00 + ﬂaOIVa:ﬂao )

o exp —% 9'(2){[2IXi+V;01j0—29'(ZXi’z1yj+V001y€JD

i=1 i=1

ocexp| —— _G'Vel_lé? -20V," u, ]j

wep _% Oy 020V, py + 115V g = 143V 11y D
v exp| =L (9=, Y v (0
P75 ( !‘9]) 4 ( "‘91)

-1
where V, :(ZXi'ZIXi +V€01j and 1, =V, [ZXi'Z‘l y; +ngygoj
i=1

i=1

Therefore,
P(9|y*>z)=N(/‘9nV01)

The conditional posterior for X|6, )7* is similarly derived from the augmented posterior,

7,0)x|x

2 exp (—%Z( ¥, - X,.H)' z ( = Xﬂ))

i=1

p(z

~(b+n+1)/2

exp(—tr(aZ)_1 /2)

. |2|7(b+2n+1)/2 exp _% Z::”’(JN’I* —Xﬂ)(j’i* —Xﬁ) > +tr(a2)—1
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!

exp —%tr Zn:(j/:—Xﬁ)()?:—Xﬂ) +a' !

i=1

b+2n+1)/2

o |3
Therefore,

Z—l

u , -1
77,0 ~ W{(Z(ﬁ -Xx.0) (3 —Xi9)+aj ,n+b]

i=1
Appendix 2: The posterior simulator

The posterior simulator employs a Gibbs sampling procedure, drawing in turn from the conditional

posterior distribution for &, %, and ¥ :

siep0:sec (57 <[ () (1) (50 (%) | =[5 e, 5, 7, ] ana

0
o 0
2" =400x
1
0

S o o =
S O = O
- o O O

)0
Step 1: Draw €' from the distribution given by (2.3.2) conditional on ( V; ) and X°.

*
1

0
Step 2: Draw the elements of the covariance matrix *' conditional on @' and ( ¥, ) using (2.3.3).

!

Step 3: Data augmentation step. Draw the latent data ( )7,* )l = |:(F;* )1 (Y*. )1 (S ’ )l (Y; )l} conditional

Fi i

on @ and X':

*

\0
a. Compute the errors &,,, &, and &,, given @' from Step I and latent data (YFl.) , (S.

1

)0 ,and
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TNy, (x,.,811+zlia11+o{1'(21_11)_1 e,y (o2) -a (=) 011) it £ >0

where X_; denotes the variance-covariance matrix X with row / and column j removed, o,

denotes the i” column of the variance-covariance matrix ¥ with i” element removed, and,

finally, £ , denotes the error vector with the i” element removed.

TN,

(=0.0]

(xiﬂll +z2,04 +0/ (2111)_1 & (612 )1 ~a!/ (21—11)_1 611) if F; <0

N
c. Compute the errors &,; given @' from Step I and latent data (E ) ;
N
d. Draw (YFI.) from
' -1 1 , -1 N
N(le.ﬂ;+zzl.a; +o!, (21_22) g, (0'22) -0, (21_22) 0{2) if (E. ) <0
* . \!
andset Y, =Y, if (E ) >0
N
e. Compute the errors &,, given @' from Step I and latent data (YF,.) ;
N
f. Draw (Sl.) from

TNy, (x3l./;;+5;YF;+01;(zl_33)‘1 & (02) =0t (21)" 013) it S, >0

TN,

(<0 -

) -1 1 , -1 .
(x3,ﬂ; v+t (T ) e (02) — o (2) 013) it S <0
1 wnl
g. Compute the errors &,; given @' from Step 1 and latent data (Sl. ) and (Y Fl.) ;

h. Draw (YS;k )l from

N romieot () e (07) ~ol (2) ol ) ir (57) <0
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* #\1
andset Y, =Yg, if (Sl.) >0.

1 N
i. Compute the errors &,; given @' from Step I and latent data (Ys,) and (Y ) ;

Fi
Step 4: Repeat steps 1-3 K times.
The Gibbs algorithm generates a sample of size K from conditional posterior distribution of each of

the parameters of the model. The first K, draws are discarded as burn-in, the remaining K, = K — K|,

draws are used for the analysis.
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Variables

Definition

Fall Spring

Fall fertilizer application  Fertilizer applied in fall (1=yes, 0=no)

Early spring fertilizer

application Fertilizer applied in early spring (1=yes, 0=no)
Nitrogen application rate in fall Amount of nitrogen applied (pounds)

Nitrogen application rate in

spring Amount of nitrogen applied (pounds)
Farm operator had some college education
College education (1=yes, 0=no)
Off-farm employment Farmer worked off-farm (1=yes, 0=no)
Field acreage Number of acres in farm
Land capability class Land capability class is 1 or 2 (1=yes, 0=no)
Manure applied Manure was applied in field (1=yes, 0=no)

Corn was rotated with a legume crop (1=yes,

Rotation 0=no)

Fieldwork days in fall Number of days available for a fieldwork
Fieldwork days in spring ~ Number of days available for a fieldwork

Fertilizer price in fall Fertilizer price in fall ($/1b)

Fertilizer price in spring  Fertilizer price in spring ($/1b)

Table 2.2. Descriptive Statistics of Variables

Units Mean  St. dev.
Fall fertilizer application Number 0.18 0.012
Early spring fertilizer application =~ Number 0.72 0.026
Nitrogen application rate in fall Lb/acre 83.46 3.64
Nitrogen application rate in spring  Lb/acre 132.5 2.86
College education Number 0.40 0.015
Off-farm employment Number 0.60 0.046
Field acreage Acres 68.45 1.425
Land capability class Number 0.74 0.04
Manure applied Number 0.18 0.004
Rotation Number 0.73 0.012
Fieldwork days in fall Days 20.64 2.125
Fieldwork days in spring Days 16.48 1.98
Fertilizer price in fall $ per 1b 0.14 0.01
Fertilizer price in spring $ per 1b 0.199 0.02
Dummy for IL Number 0.28 0.09

X

X
X

X
X X
X
X X
X X
X X
X X
X

X
X

X
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Dummy for IN
Dummy for OH

Number

Number
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0.28
0.27

0.07
0.08

Table 2.3a. Results: Posterior Means, Standard Deviations, and Probabilities of Being

Positive.
Fall Application Fall Application
Rate
Variables Mean | Std. Pr(~ > 0|y ) Mean | Std. Pr(~ > 0|y )
Intercept 2.21 | 0.68 1 3.54 1.21 1
College education -0.023| 0.01 0.13 2.4 1.35 0.22
Off-farm employment 0.28 | 0.01 0.90
Field acreage 0.92 | 0.05 0.97 0.30 0.061 0.94
Land capability class 0.54 | 0.23 0.94 0.35 0.22 0.84
Manure applied -0.024| 0.008 0.13 -3445 | 2.58 0.15
Rotation -0.15 | 0.04 0.07 -20.03 | 1.47 0.01
Fieldwork days in fall 0.19 | 0.03 0.99 1.64 0.86 0.97
Fertilizer price in fall -0.43 | 0.29 0.25 -1.47 1.36 0.22
Dummy for IL 0.03 | 0.04 0.85 0.001 | 0.001 0.84
Dummy for IN -0.24 | 0.10 0.17 -0.02 | 0.003 0.08
Dummy for OH -0.22 | 0.10 0.09 -0.023 | 0.015 0.06

Table 2.3b. Results: Posterior Means, Standard Deviations, and Probabilities of Being

Positive.
Spring Application Spring Application
Rate
Variables Mean | Std. Pr(- > O| Y ) Mean | Std. Pr(- > 0| Y )
Intercept 3.27 | 0.68 1 1.64 0.46 1
College education 0.04 | 0.02 0.82 1.32 0.90 0.84
Field acreage 0.05 |0.007 0.93 -0.96 0.59 0.14
Land capability class 0.73 | 0.58 0.95 0.44 0.44 0.96
Manure applied -0.03 |0.004 0.11 -46.32 | 0.62 0.08
Rotation -0.14 | 0.03 0.09 -28.79 | 2.92 0.11
Fieldwork days in spring 0.15 | 0.42 0.97 0.68 0.66 0.93
Fertilizer price in spring -0.013 0.009 0.17 -1.32 0.90 0.13
Nitrogen application rate in fall | -0.23 | 0. 09 0.11 -2.48 1.68 0.09
Dummy for IL -0.13 | 0.07 0.17 -0.14 0.10 0.13
Dummy for IN -0.21 | 0.09 0.05 -0.32 0.12 0.08
Dummy for OH -0.16 | 0.11 0.13 -0.18 0.06 0.09
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Figure 2.7. Model Diagnostics.

beta1

beta2

50

beta3

betad

0.5

0.5

o

iy

0.5

a———

0.5

e

correlation
beta5

. -0.5
0 50 100 150

correlation
beta6

-0.
0 50 100 150

correlation
beta7

5 -0.5
0 50 100 150

0 50 100 150
correlation
beta8

0.5

0.5

o

et

0.5

a—

0.5

i

-0.5 -0.5
0 50 100 150
correlation

-0.5
0 50 100 150

-0.5
0 50 100 150

0 50 100 150
correlation correlation correlation
beta1 beta2 beta3 betad
1 4 5
Wi olihd 5 , 4
3
0
2
0
os) it 1
-1 -2 0
0 50 100 O 50 0 50 0 50
iteration iteration iteration iteration
beta5 beta6 beta7 beta8
1 2 1
O.SE 4 1 0.5
0 0
WW 05 r
-1 -2 -1
0 50 0 50 0 50 0 50
iteration iteration iteration iteration

www.manharaa.com



51

CHAPTER 3: DECISIONS ON TIMING OF FERTILIZER APPLICATION AND TILLAGE
SYSTEM: IMPLICATIONS FOR NITROGEN PRODUCTIVITY.

3.1. Introduction

Nonpoint loss of nitrogen from fields to water resources is not caused by any single factor. Rather, it is
caused by a combination of factors. Choices of tillage and nitrogen management (type of tillage, timing
of tillage, timing of nitrogen application, and nitrogen rate) have a significant effect on nitrogen use by
corn and nitrate movement through the soil. A tillage survey sponsored by the lowa Resource
Management Partnership committee in 1999 indicated the need for an integrated approach in the
adoption of best management practices for nutrients, tillage, and crop residue (Al-Kaisi and Hanna,
2005). Such integration of tillage and nitrogen management is important for both water quality and soil
productivity.

One reason for considering tillage and fertilizer application decisions jointly is that nitrogen
fertilizer management can be greatly affected by changes in tillage. For example, conservation tillage
systems may increase nitrogen immobilization and its losses from leaching, denitrification, and
volatilization (Gilliam and Hoyt, 1987; Wood and Edwards, 1992). Since no-till soils usually have
higher water content than soils managed by conventional tillage, the leaching of nitrogen through
macropores becomes a bigger problem (Priebe and Blackmer, 1989). Moreover, research shows that
soil moisture and temperature (cooler and wetter soil under conservation tillage) impact both soil
nitrogen dynamics (Torbert and Wood, 1992) and early corn growth (Beyaert, Schott, and White, 2002;
Al-Kaisi and Hanna, 2005; Halvorson et al., 2006). Overall, immobilization of nitrogen and its losses
from leaching, denitrification, and volatilization associated with use of conservation tillage result in
lower efficiency of applied nitrogen.

One concern regarding these interactions between tillage and nitrogen efficacy is that, in order
to offset the negative effects of nitrogen deficiency on crop yields, farmers might increase the amount

of nitrogen fertilizer applied compared to conventional tillage. Indeed, in their study Randall and
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Bandel (1991) showed that in conservation tillage fertilizer nitrogen rates have been increased by as
much as 25% to prevent yield limitations from nitrogen immobilization. Moreover, higher nitrogen
application rates associated with conservation tillage might increase farmer’s risk of not being able to
finish everything on time and drive up opportunity cost of time for farmer during planting season. As a
result, farmers utilizing conservation tillage are more inclined to apply fertilizer in fall. Indeed, results
of the 1996 Agricultural Resource Management Survey (ARMS) data for U.S. corn farms and
producers highlighted how tillage systems seemed to influence different nutrient management practices,
including the timing of fertilizer application (Christensen, 2002). It was found that a greater share of
acres in no-till than in conventional tillage received nitrogen in the fall prior to planting, with a smaller
percentage in the spring at or before planting, but the influence of these soil tillage systems on fertilizer
nitrogen rates in corn production was not determined.

Several studies have considered the issues related to adoption of practices aimed at reducing
nutrient losses from agricultural fields and improving water quality, including conservation tillage
(Korsching et al., 1983; Kurkalova, Kling, and Zhao, 2006; Wu and Babcock, 1998; Wu et al., 2004;
Uri, 1998; Fuglie, 1999). Researchers and policy makers are concerned about their low adoption rate.
Khanna, Epouhe, and Hornbaker (1999) reported low adoption rates (around 20%) for soil testing and
variable-rate application in Wisconsin, lowa, and Illinois. One explanation of low adoption rate is that
farmers fear that these practices may reduce their yields. There are several factors that may affect
farmers’ perception that adoption of a particular practice may lead to a decrease in yield. For example,
if additional field operations are required, this activity may delay other farm activities that must be
completed within that time of year.

There are, however, three important issues related to fall fertilizer and tillage choice that have
not been addressed in the past. First, the overall question of fall fertilizer application (relative to spring)
has received little attention in empirical literature. Past work concentrates on analysis of split fertilizer

application where farmers’ apply nitrogen fertilizer in the spring before planting vs. during the growing
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season. Second, the previous literature on this topic has not considered the possible relationship
between a farmers’ decisions regarding tillage choice and fall fertilizer application. Since factors
affecting the farmer’s decision regarding tillage may influence their decision regarding fall fertilizer
applications, both decisions should be considered jointly. Econometrically, recognition of the
interrelationships between decisions on timing of fertilizer application and tillage choice is important
for obtaining consistent and more efficient estimates of parameters of the output equation. Third, the
previous literature on this topic mostly focused on the effect of timing of fertilizer application on
nitrogen application levels but there is lack of empirical evidence on effect of timing of fertilizer
application on subsequent yields.

The goals of this chapter are twofold. First, I seek to determine which factors influence the use
of fall fertilizer application and conservation tillage in a modeling framework that recognizes the
interrelationship between the two decisions. Second, I examine the implications of adopting these two
practices for nitrogen productivity, which is measured by crop yield. One of the main hypothesis of the
proposed model is that the decisions on the timing of fertilizer application and tillage choice are
interrelated. Conservation tillage is associated with fall fertilizer application. Therefore, I expect
positive sign on the correlation term between unobservables in fertilizer timing and tillage choice
equations.

The chapter proceeds as follows. The next section describes previous research on the topic,
followed by a section 3 that describes the model used for individual farmer’s decision making and the
associated Bayesian posterior simulator. The data used in the analysis are described in section 5,
followed by a description of empirical results in 6™ and 7™ sections. Finally, the chapter concludes with
a summary of findings.

3.2. Previous Literature

There is a considerable agronomic literature concerning the timing of fertilizer application, the
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choice of tillage practices, and their subsequent impact on yields. For example, with regards to fall
fertilizer application, the 2—3 months between application and nitrogen uptake create the potential for
significant nitrogen losses. These nitrogen losses, in turn, create conditions where nitrogen becomes
deficient and crop productivity declines. Several studies have evaluated the effect of the time of
nitrogen application on nitrate losses and crop yields (Randall and Mulla, 2001; Buzicky et al., 1983;
Randall, Vetsch, and Huffman, 2003; Randall and Vetch, 2003; Randall and Vetch, 2005; Al-Kaisi and
Licht, 2004). In each case, nitrogen was applied in the fall (early November) and spring (late April) for
continuous corn to determine the effect of nitrogen application time and rate on nitrate losses and corn
yields. The results show that, averaged over the period of study, corn yields were significantly reduced
with fall fertilizer application and nitrogen losses were greatest for fall applied nitrogen.

There is also a substantial literature on the adoption and efficacy of conservation tillage.
Researchers consistently recommend conservation tillage systems following soybeans in Corn Belt
region because previous research has shown them to be economically, environmentally, and
agronomically effective (Vetsch and Randall, 2004; Uri, Atwood, and Sanabria, 1999; Uri, 1998).
Leaving the residue in the field is beneficial for reducing erosion, improving the soil physical condition,
maintaining lower soil temperatures during hot weather, improving the micro-environment above the
soil, and for improving the soil water infiltration and holding capacity.

At the same time, minimum tillage slows early corn growth and reduces grain yields in some
cases due to wet and cold, early season soil conditions (Beyaert, Schott, and White, 2002; Al-Kaisi,
Hanna, 2005; Halvorson et al., 2006). Moreover, spring, preplant application of nitrogen fertilizer to
corn under ano tillage system is often considered undesirable by growers because of delayed planting,
which can resultin yield reductions. Randall and Hill (2000) showed that strip tillage for corn after
soybean in the northern Corn Belt is preferred in the fall immediately after soybean harvest due to more
favorable and drier soil conditions, over-winter settling of soil in the tilled area, and a warmer and drier

seedbed ideal for early planting in the spring.
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A number of agronomic studies have looked at the combined effects of tillage systems and
nitrogen application timing on overall crop production. Vetsch and Randall (2004) examined the effects
of four tillage systems and two nitrogen application times on corn production following soybean. Al-
Kaisi and Licht (2004) evaluated the effects of strip tillage and fertilizer application timing on corn
yield and nitrate movement through the soil. Both studies showed the corn yields were significantly
lower when fertilizers were applied in the fall rather than the spring application. At the same time,
tillage choice had no significant effect on corn yields in study by Al-Kaisi and Licht. Vetsch and
Randall found no significant interaction between the tillage system and the application time of nitrogen,
indicating that the effect of fall versus spring application on corn production was the same for all tillage
systems.

In general, past studies of practice adoption focused on either a single practice or on a set of
practices considered as a single unit. In each case, independently defined univariate logit or probit
models were used to examine the adoption decision for each practice or set of new practices. This
ignores the possibility that practices may be substitutes or compliments. When practices are
interrelated, as might be case of tillage choice and timing of fertilizer application, single equation
models are inefficient because they ignore the correlation in the error terms of equations explaining the
adoption decisions for these practices. Additionally, they ignore the possibility that a decision to adopt a
particular practice may be conditional on the adoption of another complementary practice. Dorfman
(1996) applied multinomial probit for modeling adoption decisions by farmers facing two technologies.
His model allows for full analysis of the interaction between decisions to adopt these two technologies,
however, his model does not consider implications of adoption decisions on production process.

In most empirical research on the adoption of site-specific practices and their implications for
the nitrogen productivity, two-stage methods were used. Khanna (2001) investigated the sequential
decision to adopt two site-specific practices, soil testing and variable rate technology, and the impact of

adoption on nitrogen productivity. The two-stage procedure gives consistent estimates of the model
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coefficients (Maddala, 1983, p. 244), but the estimates of variances of the coefficients may be
inconsistent because predicted values of endogenous variables are used in the second stage of the
estimation. Bayesian framework used in this research eliminates these problems and results in
consistent estimates.

3.3. The Model

There are three components to the model analyzed in this chapter: (1) a model of fall fertilizer
application; (2) a model of conservation tillage adoption; and (3) a model of crop yields as a function of
these first two decisions. In this section, I discuss each component of the model in turn, starting with the
decision of fall fertilizer usage. Section 4 then provides the estimation procedures employed.

As in chapter 2, a double-hurdle approach is employed for modeling individual farmer’s
decision making on whether to apply fertilizer in fall and how much to apply. It is an extension to
Heckman'’s selectivity model, which explicitly models non-participation and potential participation
apart from the quantity decision. Advantages of using double hurdle model for adoption models with
sample selection problems are discussed by Cooper and Keim (1996) and Uri (1998). Recent Bayesian
treatments of the approach can be found in Deb, Munkin, and Trivedi (2006), Koop et al. (2007),
Munkin, and Trivedi (2003).

According to the logic of the double-hurdle models, farmers must pass two separate hurdles
before they are observed with a positive level of fertilizer application. These two hurdles are the
outcome of farmer’s choice: a participation decision (whether to apply fertilizer in the fall) and a

consumption decision (how much to apply). Following Koop et al. (2007) the participation decision of

farmer i is assumed to be driven by a latent variable F, , with

*

F =x,p+z,0,+¢,

where x;; and z,; are exogenous factors (such as education, land characteristics and fertilizer prices)

assumed to influence the participation decision, S, and ¢, are parameter vectors to be estimated, and
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&,; captures unobserved attributes influencing the farmer’s decision. The distinction between x,;, and
z,; 1s that the latter variables do not enter the subsequent tillage and yield variables and, hence, serve as
instrumental variables. While the latent variable is not observed, we do observe the binary outcome F;,

where:

0
0

I/\V

l, F
F = '
{ 0, F

The fall fertilizer consumption decision is similarly driven by a latent variable 7Y, F: , Where
Y =X 0, + 2,0, + &y,

However, fertilizer application levels are only observed if the farmer has passed the participation

hurdle; i.e., we observe

Y, if E >0
YFi = .
0 otherwise

The decision as to whether or not to adopt conservation tillage is modeled using a standard probit

framework. Specifically, Z* is the latent variable for choice of tillage system. The binary observed
outcome variable 7] is obtained from latent variable associated with choice of conservation tillage in
the following way:
1, ]:
]; =
0, T,

Crop yields are modeled as a censored regression, dependent on the both the amount of fall fertilizer

0 "
0 where T, =x;,[8, +z,0,+ &,

I/\V

usage and the tillage decision. Formally, K* is a latent variable governing the crop yield. Yield function

is truncated at zero and is given by:

Y, Y >0 :
Y = ' : where Y, =x,, 0, +6Y, +nT +¢&,
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!

The error vector ¢, = (5” s Erps Exps £4i) is assumed to be normally distributed, allowing for possible

correlations among the unobservables driving the fertilizer application, tillage choice decisions, and
yield; ie., €, ~ N(O,Z) with
2
0, O, O3 Oy
2
O, Oy Oy

2
O3 Oy

o;
These possible correlations imply that instrumental variables are required for identification of the

parameters in the full model. These are labeled as z,; and z,, in the fall fertilizer latent variable

equations and z;; in tillage choice equation.

Decisions on timing of fertilizer application and on choice of tillage system are assumed to be
made by farmer simultaneously. Results of both decisions are assumed to affect farm yield so the model
to investigate this problem falls into the category of treatment effect models. The binary decision on
choice of conservation tillage is included in the mean function of outcome so the coefficient of it is
referred to as the causal impact of the tillage treatment on Y . However, for fall fertilizer application
only the amount of fertilizer applied is assumed to affect yield and included into the yield equation.

Correlation in the unobservable factors influencing both the fall fertilizer and tillage decisions are

captured by correlation coefficients o,; and o, . The sign of these coefficients show the nature of the

relationship between two practices. It is anticipated that no-till soils receive more nitrogen in the fall
prior to planting when compared to conventional tillage. Therefore, I expect to observe positive
correlation between tillage system and fall fertilizer application, i.e. o,; > 0. Also, farmers increase
fertilizer nitrogen rates with conservation tillage to prevent yield reductions from nitrogen
immobilization, leaching, and denitrification. Therefore, I expect to observe positive correlation

between tillage system and fall fertilizer application rate, i.e. o,, >0, as well.
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3.4. Estimation Details

I estimate the model derived in Section 3 using a Bayesian framework, combining data augmentation
and Gibbs sampling procedures. In this section, an outline of the derivation of the posterior distribution
and the sampling routine is presented, relegating details of the sampler to an appendix.

3.4.1. Posterior Distribution

The full system of equations to be estimated is given by:

F =x,p+z,0,+¢,

1

Y. =x, 0 +z,0,+&,
(341) Fi 21ﬂ2 21772 2i

£

T, =xy, B+ 2305, + &,

l

Yi* =X, B, +0Y,, +nl +¢&,

B a B nd

Since F, and 7, in the participation equations are unobservable, only the ratios —-, ——, -, a
o, o0, O
1 1 3

—2 are identified. One way to deal with identification problem is to restrict the error variances in

0,

participation equations to unity. McCulloch, Polson and Rossi (2000) provide the Bayesian analysis of
the multinomial probit model, which incorporates the identification constraint by setting the one
diagonal element of the covariance matrix equal to one. Nobile (2000) proposes way to generate
Wishart and inverted Wishart random matrices conditional on one of the diagonal elements.

However, since (3.4.1) contains two participation equations, it would require imposing two
constraints on the diagonal elements of the covariance matrix: o, =1 and o, =1. Therefore, I follow
McCulloch and Rossi (1994) approach where a proper prior is specified for the full set of parameters

(6,%) and the marginal posterior distributions of the identified parameters ( 5,/ o, , a, / o, , 3,/ 0y,
and «; / 0;) are reported. Thus, the prior on the identified parameters is the marginal prior of ( B,/ o, ,

a, /o, B,/ o,, and a,/ o,) derived from the prior distribution specified for the full set of

www.manaraa.com



60

parameters (9, E) . The approach is taken because of the difficulties associated with a Bayesian

analysis of covariance matrices with multiple constraints.

The four equations for each individual are stacked in the following manner:

F, F, &
o | Yy - Y, &y
; = * b i: 9 el'=
S I &
Y;* 4x1 Y, 4x1 €4i )
2
a
x, zz 0 0 0 O O 0 O P
a
0 0 x, z, 0 0 0 0 O ’
X, = and 0=| B, | ,
0 0 0 0 x, z, 0 0 O
a
00 0 0 0 0 x, Y T), ’
B,
5
77 kx1

where k is the total number of explanatory variables in all four equations. The system can be expressed
then as

7, =X.0+¢,
&~N(0,%).

The observations can then be stacked together as

j =X0+ec ~N(X6,1,®%)

where
~ % ~ X
B2 M 1 &
~ % ~
*

~ y2 ~ Vs X, &

y = s V=1 , X = ,e=
~ % ~ X
yn 4nx] y" 4nx1 n ./ 4nxk 8” 4nx1
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For computational simplicity, I use data augmentation approach (Tanner and Wong, 1987;
Albert and Chib, 1993) and treat the latent data )7* as additional parameters of the model, thus making

it a part of posterior. Using Bayes Theorem, the augmented posterior is given by

p(5.0.

) p(315.0.2) p(5]0.2) p(6,2)

n

where the second line follows from the assumed independence across individuals and / denotes an
indicator function taking on the value one if the statement in the parenthesis is true, and is zero

otherwise. Conditional on the parameters of the model, the augmented likelihood can be expressed as

p( i 9,2) = (2;r)*47" 1, ®z|‘% exp(—%( 7 —Xe)' (1,®z)" (7 —Xe)j

o (|1n W% )_; exp(—%(fz* —Xe)' (1,®z)" (5" —Xﬂ)aj

oc |Z|_§ exp(—liei'?leij
23
oc |Z|ﬁg exp(—%i(f}j —Xﬂ), > (j;l* _XIH)J

i=1

I choose independent Normal prior distribution on 8-
0~ N(ﬂeoaVeo)
where Hy, and V9o denote the prior mean and covariance matrix of 6.

I place an Inverse Wishart distribution as a prior for covariance matrix X :
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T~ W(a_l,b) ,
where a is a positive definite matrix of size 4 x 4, and b is a scalar.
3.4.2. Posterior Simulation
The conditional posteriors of both & and X are proportional to the product of likelihood and the

respective prior distribution. As shown in Appendix A, the conditional posterior for € is also Normal:
p(01y".2)=N(zy.7,)

where

i=1

-1
v, = (z X=X, +ngj :
(3.4.2)
Mg = Vel [ZX,-'Z_IJ’: +V9;1ﬂ90j
il

and the conditional posterior distribution of 2 is Inverse Wishart:

(343) = ~W{[Zn:()7:—X,.H)'()?:—Xﬂ)+aj ,n+bj.

i=1

*

Finally, the data augmentation step draws the values of latent variables 7, , Y., T, ,and Y,

£

conditional on the observed data y, and parameters of the model & and X . The distributions of latent

variables £, and 7, are truncated normal:

F;*

05,5, ~ TN, (#4507

10.5.5, ~TN,y (1407

where TN, ( M, 0'2) denotes normal distribution with mean g and variance ¢ truncated to the region

R . For each individual i these distributions are truncated to the regions:
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I follow Geweke (1991) to draw values from these truncated normal distributions. I sample

each latent index from a univariate truncated normal density conditional on the current values of other

latent indices using the inverse distribution function method. The latent variables Y. and Y, are drawn

only for those observations for which £/ =0 and ¥, =0, respectively. Y, is drawn from the normal

distribution:

®
YFi

~ 2
0.2,y ~ N('UYF*’O-YF* ),
and Yi* is drawn from the truncated normal distribution:

}Ii*

05,5, ~ TN (14,507

-~ [0,00) ifY, >0
where R(K)_{(—oo,O) ifY, =0

Again, I sample each latent index from a univariate normal density and univariate truncated normal
density conditional on the current values of other latent indices using the inverse distribution function
method. Incase if , =1 or ¥, >0 then YFj =Y, and Yi* =Y, , respectively.

3.5. Data

The data used in this paper comes from the Agricultural Resource Management Survey (ARMS) data
survey for the year 2001, conducted by the Economic Research Service (ERS) and the National
Agricultural Statistics Service (NASS) of the U.S. Department of Agriculture (USDA). This survey

provides field-level information on the financial condition, production practices, resource use, and the

www.manaraa.com



64

economic well-being of U.S. farm households. The data used in our analysis comes from two phases in

the data collection process, phases II and III.

Phase II of the ARMS survey collects data associated with agricultural production practices,
resource use, and variable costs of production for specific commodities and is conducted from
September through December of the survey year. Phase III collects whole-farm finance variables,
operator characteristics, and farm household information and is conducted from February through April,
with the reference period being the previous year. Respondents sampled in Phase II are asked to
complete a Phase III report. Data from both phases provide the link between agricultural resource use
and farm financial conditions.

Farm operators included in the ARMS data are selected to ensure adequate coverage by state
and region and to minimize reporting burden. Strata are based on state, the value of agricultural sales
(farm size), and type of farm. NASS provides survey weights that account for these design features as
well as for additional information available at the population level. Because of the complex design of
the survey, all official estimates from the survey should be properly weighted. Therefore, NASS
recommends the design-weighted approach as appropriate for many of the analyses for users of ARMS
data (Panel to Review USDA's Agricultural Resource Management Survey, National Research Council,
2007). Ignoring the survey design can result in bias estimates, and make it impossible to perform
statistically valid inferences. However, by including variables related to the design of the survey as
predictor variables in a model results in a new, conditional model, for which the design is ignorable. In
that case, model-based inference yields the appropriate conclusions for the sample, but not necessarily
for the unweighted population. Therefore, to account for the survey design of the ARMS data, I
included stratums in the set of explanatory variables. Particularly, state and farm size are included as
predictive variables in the model.

ARMS data on corn production for 2001 includes data for 19 states. However, only four main

corn producing states were chosen for analysis in the current chapter: Illinois, Indiana, lowa, and Ohio.
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Approximately 50% of all corn grown in the U.S. is from these four states. The resulting data set
contains a total of 1726 observations.

3.5.1. Definitions of Variables

Table 3.1 provides a definition of variables used in estimation with indication as to which equation they
were used in. Mean values and standard deviations of all variables are given in Table 3.2. The
dependent variables include dummy variables reflecting farmer’s decision on fall fertilizer application
(which takes value of 1 if fall application was used and 0 otherwise), the nitrogen fertilizer application
rates in fall measured in pounds per acre, tillage choice (takes value of 1 if conservation tillage was
used and 0 otherwise), and the crop yield measured in bushels per acre.

Independent variables consist of farm and operator characteristics, cropping history, and soil
quality determinants The set of variables governing the farmer’s decision regarding fall fertilizer
application is the same as the set used to explain the amount of nitrogen fertilizer applied in fall (though
I allow the associated parameters to differ). For model parameters identification purposes it is necessary
to include instrumental variables into equations related to farmer’s decision making on fall fertilizer
application and tillage choice.

The opportunity cost of labor is significantly higher during the late spring and growing season
than during the fall (Huang, Hewitt, and Shank, 1998; Randall and Schmitt, 1998; Dinnes et al., 2002).
The variable OFF-FARM represents number of days worked off farm. Working off-farm leaves less
time to farmer to work in the field particularly during pre-planting and planting season when a lot of
work should be done in a short period of time. It increases farmer’s risk of not being able to finish
everything on time and increases opportunity cost of time for farmer during planting season As a result,
a farmer who works off-farm is hypothesized to apply fertilizer in the fall. Thus, I expect a positive sign
for off-farm employment parameter in the fall fertilizer application equation. As for adoption of
conservation tillage, off-farm employment is expected to be positively related to the adoption rate.

Conservation tillage is found to either decrease crop yield or increase the variability in crop yield
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(Beyaert, Schott, and White 2002; Al-Kaisi, Hanna, 2005; Halvorson ef al., 2006). Since farmers
working off-farm have more diversified sources of income, they fear yield losses or higher variability in
yields less compared to those who are not employed off-farm. Thus, I expect a positive sign for off-
farm employment parameter in tillage choice equation.

Operator characteristics include formal schooling. More educated farmers are more aware of
negative environmental consequences of fall fertilizer application and conventional tillage so they are
more likely to apply nitrogen in the spring rather than in the fall and choose conservation tillage.
Education is assumed to affect yield, with more educated farmers assumed to have more knowledge that
helps them to achieve higher yields. A discrete variable describes farmer’s education and takes value of
“1” if the farm operator had some college education and “0”. Total acreage operated by the farmer was
included as an indicator of size of operation. The bigger is the farm the more time it requires to
complete a series of machinery operations, such as tillage, fertilizer application, and planting.
Therefore, I expect positive signs for total acreage parameter in the fall fertilizer application and tillage
choice equations.

The amount of fertilizer is typically determined after “credit” is given to the amount of
nutrients available from the soil, the previous legume crop, and livestock manure. Once the needed
amount of fertilizer is estimated, management decisions can be made about the fertilizer application
method and timing. Therefore, dummy variables for whether the field received manure and whether
corn was rotated with a legume crop are included in the model. Giving appropriate nitrogen credits to
rotating corn with legume crop and animal manure applications is recommended to avoid
overapplication of fertilizer nitrogen. Therefore, farmers who apply manure and rotate corn with
legume crops are expected to reduce amount of nitrogen applied and, consequently, have lower
probability of fall fertilizer application.

To capture the yield differences among fields and farms, the variable “Land Capability Class”

was used. The Land Capability Classification indicates the suitability of soils for most kinds of field
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crops. Land is evaluated on the basis of the range of potential crops, productivity, ease of management
and risk of degradation. Capability classes are designated by the numbers 1 through 8. The numbers
indicate progressively greater limitations and narrower choices for practical use. A dummy variable was
created that takes the value of one if the capability class is 1 or 2, and is zero otherwise. I expect
farmers to use more of nitrogen on the land with higher productivity as marginal return on nitrogen will
be higher on that land.

The number of days available to complete fertilizer application is also an important
consideration in deciding on the timing of fertilizer application (Iowa State University Extension,
2007a; Rotz and Harrigan, 2004; Dillon, 1999). States report the number of days each week that soil
and moisture conditions are suitable for fieldwork. These data also captures climatic and weather
differences among sites that affect farmers’ decision making regarding the timing of fertilizer
application (Fletcher and Featherstone, 1987; Feinerman, Choi, and Johnson, 1990; Kurkalova, Kling,
and Zhao, 2006; Wu et al., 2004). Estimates of the number of suitable fieldwork days are based on
weekly records. The spring data covers the usual corn planting dates of mid-April to mid-May. The fall
data covers the period of mid-September to the end of October. Climatic variables also found to affect
choice of tillage and yield (Kurkalova, Kling, and Zhao, 2006; Uri, 1998). Hence, the number of
suitable fieldwork days in spring is used as an explanatory variable in tillage and yield equations.

Slope of a field is added as an independent variable in tillage equation as it is found to affect a
choice of tillage system (Kurkalova, Kling, and Zhao, 2006; Wu et al., 2004; Wu and Babcock, 1998;
Uri, 1998). Land slope represents the amount of inclination of the soil surface from the horizontal
expressed as the vertical distance divided by the horizontal distance. The higher the slope the bigger the
chance of soil erosion when it is used for crop production. As a result, I expect a positive sign for the
slope parameter in the tillage equation. Ownership of a land is also found to affect choice of tillage
(Kurkalova, Kling, and Zhao, 2006; Wu and Babcock, 1998; Soule, Tegene, and Wiebe, 2000;

Lichtenberg, 2007) and, therefore, is included as an explanatory variable in tillage equation. Finally, to
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capture the differences across the states that are not reflected by the independent variables, state
dummies are introduced into each equation of the model.

3.6. Results

For each of the specifications, 25,000 draws from the posterior distribution were obtained. The first
5,000 were discarded as a burn-in, and the remaining 20,000 were used for analysis. Posterior means,
standard deviations, and probabilities of being positive for each of the parameters of interest are given
in Table 3.3a, 3.3b and 3.3c.

Several important results emerge from Tables 3a, 3b, and 3c. First, the posterior means and
standard deviations on the off-farm employment variable suggest that the opportunity cost of farmers’
time in spring plays a significant role in their decision-making regarding timing of fertilizer application
and tillage choice. Working off —farm leaves farmers with fewer days for field work during planting
season so farmers who work off-farm have a higher probability of fall fertilizer application than those
who are not employed off- farm. Off-farm employment is also found to affect the adoption of
conservation tillage. This result is consistent with previous findings by Kurkalova, Kling, and Zhao
(2006) and Fuglie (1999) who found a higher adoption of conservation tillage by farmers working off-

farm. Second, the amount of fertilizer applied in fall was found to be crucial for crop yield. This

indicated in Table 3.3b by the largely positive posterior distribution (i.e., high values for Pr ( >0] y))

for the parameter associated with fall nitrogen application in yield equation. It appears that, all else
equal, farmers who apply higher rate of nitrogen in fall have higher yields. Third, decisions on the
timing of fertilizer application and tillage choice are interrelated. Conservation tillage is associated with
the fall fertilizer application, the fact is indicated in Table 3.3c by the largely positive posterior
distribution for the correlation coefficients between decisions on whether to apply in fall and amount of
application fall nitrogen application, and tillage choice.

Other variables included in the model also generally perform as expected. The manure and

rotation variables affect both whether and how much nitrogen to apply in fall. Specifically, manure
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application and crop rotation tend to decrease probability of fall application and reduce the amount of

nitrogen applied. Manure coefficient is negative (with Pr(- >0] y) =0.12) suggesting that farmers

applying manure apply less of fertilizer. Rotation with a legume crop is also found to reduce the total
nitrogen applied, a result that is consistent with Wu and Babcock (1998). At the same time, manure and
rotation were not found to affect the adoption of conservation tillage.

Field acreage and fieldwork days are also found to affect farmers’ decisions regarding nitrogen
application and choice of tillage practice. Larger farms, requiring more time to finish planting and
fertilizing in the spring are more likely to employ fall fertilizer and choose conservation tillage.
Additional work days during the fall are found to increase the probability of fall fertilizer applications
and the amount of fertilizer applied. At the same time, additional work days during the spring are
negatively correlated with adoption of conservation tillage. This result is consistent with agronomic
science: the higher precipitation (less additional work days during the spring) limits crop production.

College education has positive effect on adoption of conservation tillage. Similar results were
obtained by Wu and Babcock (1998), Korsching ez al. (1983). However, college education was found
not to affect timing of fertilizer application and yield.

The performance of soil characteristics is generally consistent with agronomic information.
Lands with a high land capability are found to increasingly rely upon fertilizer in the fall and are more
likely to use conservation tillage. This result supports the importance of land quality in the choice of
farming practice (Lichtenberg, 2004; Kurkalova, Kling, and Zhao, 2006; Wu and Babcock, 1998;
Soule, Tegene, and Wiebe, 2000).

Slope is found to affect the adoption of conservation tillage. Conservation tillage occurs more
frequently on sloped land since it helps to reduce soil losses due to soil erosion. The positive
relationship between the slope and the probability of conservation tillage adoption is consistent with
results of previous studies by Wu and Babcock (1998), Kurkalova, Kling, and Zhao (2006), and Uri

(1998).
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Tenancy is found to affect the adoption of conservation tillage. Conservation tillage is more
frequently adopted by owners of the land. This result supports previous findings by Soule, Tegene, and
Wiebe (2000), Lichtenberg (2007), Wu and Babcock (1998), and Wu et al. (2004).

3.7. Environmental Implications

In this section, I consider the implications of estimated model, both in terms of the appropriate credits
for rotation and manure use and in terms of the potential impacts of policies to reduce the nitrogen use.
3.7.1. Rotation and manure credits

The agronomic fertilizer recommendations indicate that nitrogen application rates should be adjusted to
account for nitrogen supplied by previous legume crops and manure application (USDA, ERS, 2001).
When managed correctly, nutrients from previous legume crops and in livestock manure can be a
valuable resource of nitrogen. Therefore, crediting for rotation and manure nutrients can be an
important factor in deciding nitrogen application rates (Blackmer, 2000; Sharpley et al., 1998). If
farmers do not credit these sources of nitrogen, they may end up applying more nitrogen than is
agronomically necessary. To examine this issue, the estimation results are used in this subsection to
compute the amount of rotation and manure credits by farmers in the fall.

3.7.1.1. Calculation Details

The rotation nitrogen credit refers to the difference between the amount of nitrogen applied for
continuous corn and nitrogen applied for corn following soybean all else equal. Likewise, the manure
nitrogen credit refers to the difference between the amount of nitrogen applied without manure
application and nitrogen applied with manure application.

The estimated model is used to estimate the distributions of implied credits being used for

rotation and applied manure. Specifically, the rotation credit is given by A7 =] =Y., where Y,/
corresponds to amount of nitrogen applied for a corn-corn rotation and Y, corresponds to amount of

nitrogen applied for corn-soybean rotation. Similarly, the manure credit is given by A" =Y = Y7,
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where ¥ corresponds to amount of nitrogen applied with manure not applied and Y’ corresponds to

amount of nitrogen applied with manure applied.

Literature on the treatment effect focuses primarily on methods for estimating various average
returns to the receipt of treatment. Particularly, it focuses on: (1) the average treatment effect (AT E ) ,
and (2) the effect of treatment on treated (T T ) (L1, Poirier, and Tobias, 2004; Tobias, 2006).

For the current research, ATE is defined as the expected nitrogen credit for rotation and

manure by a randomly chosen farmer. Formally,
ATE(X) = E(A|X) = E(1-7,| ).
A conceptually different parameter is the credit by farmers who actually used fall fertilizer

applications. In this case A represents the average credit for rotation and manure by farmers who

actually used fall fertilizer application and is referred to in the literature as the Treatment on the Treated

(T T ) . Formally,
TT(X,F=1)=E(A|X,F=1)=E(Y,-Y,|X,F =1).
Given notation and assuming that covariates x; are known, I characterize the following out-of-

sample sampling distributions, given & and x,, as follows:

(3.7.1) p(Al6.x,)

(3.7.2) p(A|0,x,F =1).

The first density in (3.7.1) gives the distribution of nitrogen credit for the farmer selected at random,
whereas the density in (3.7.2) gives the nitrogen credit for those farmers who actually used fall fertilizer
application.

Expressions (3.7.1) and (3.7.2) for ATE and TT predictive distributions are conditioned on

the parameters €. A proper Bayesian approach to characterize the posterior predictive distributions of
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the nitrogen credit is to integ